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ABSTRACT
Our goal is to provide empirical scientistswith practical tools and advicewithwhich to test hypotheses
related to individual differences in intra-individual variability using the mixed-effects location-scale
model. To that end, we evaluate Type I error rates and power to detect and predict individual dif-
ferences in intra-individual variability using this model and provide empirically-based guidelines for
building scalemodels that include randomand/or systematically-varyingfixedeffects.Wealsoprovide
two power simulation programs that allow researchers to conduct a priori empirical power analyses.
Our results aligned with statistical power theory, in that, greater power was observed for designs with
more individuals, more repeated occasions, greater proportions of variance available to be explained,
and larger effect sizes. In addition, our results indicated that Type I error rates were acceptable in
situations when individual differences in intra-individual variability were not initially detectable as
well as when the scale-model individual-level predictor explained all initially detectable individual
differences in intra-individual variability.We conclude our paper by providing study design andmodel
building advice for those interested in using the mixed-effects location-scale model in practice.

Hypotheses about physical and psychological processes
often focus on individual differences in the mean level
of a repeatedly-measured outcome. However, researchers
in diverse areas have begun to examine how individual
differences in intra-individual variability across repeated
measurements—also known as residual variability, incon-
sistency, or instability—may reveal novel findings (see
Hultsch, Strauss, Hunter, &MacDonald, 2008). For exam-
ple, individual differences in intra-individual variability
have been associated with cognitive decline (Dixon et al.,
2007), mild dementia (Hultsch, MacDonald, Hunter,
Levy-Bencheton, & Strauss, 2000), major depressive and
bipolar disorders (Gallagher et al., 2015; Schneider et al.,
2012), nicotine tolerance (Hedeker & Mermelstein, 2007;
Hedeker, Mermelstein, Berbaum, & Campbell, 2009), and
impending death (MacDonald, Hultsch, & Dixon, 2003).

Although multistage methods are also available to
study individual differences in intra-individual variability
(Hultsch et al., 2008), our present focus is the single-stage
mixed-effects location-scale model used to concurrently
quantify and predict individual differences in mean level
and intra-individual variability via random effects (see
Hedeker, Mermelstein, & Demirtas, 2008 who expanded
on the work of Cleveland, Denby, & Liu, 2000). For exam-
ple, Hedeker et al. (2008) estimated the mixed-effects
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location-scale model to evaluate ecological momentary
assessments of positive and negative affect collected from
461 adolescents over a seven-day study period. Although
boys and girls averaged similar mean levels of positive
affect, girls had significantly more variable (i.e., less
consistent) positive affect across occasions compared to
boys. The mixed-effects location-scale model has also
been applied to eye movement in schizophrenia (Lee
& Noh, 2012), moderate-to-vigorous physical activity
in children (Dunton et al., 2013), resilience to stressful
events (Rast, Hofer, & Sparks, 2012), and sleep efficiency
(Ong, Hedeker, Wyatt, & Manber, 2016).

These examples highlight the utility of the mixed-
effects location-scale model to simultaneously test mean-
and variability-related hypotheses, but this model is esti-
mated infrequently in practice. A portion of the blame
may fall on the lack of readily available software to esti-
mate scale-model random effects that quantify individual
differences in intra-individual variability as it is not cur-
rently possible to estimate scale-model random effects in
the MIXED procedures in SAS or SPSS (although soft-
ware has been developed in a frequentist framework by
Hedeker & Nordgren, 2013, and in a Bayesian framework
by Kupar, Li, Blood, & Hedeker, 2015, Rast et al., 2012,
and Wang, Hamaker, & Bergeman, 2012).
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Beyond software, however, we believe that the infre-
quent use of the mixed-effects location-scale model
may be due to insufficient instruction regarding sam-
pling designs for testing individual differences in intra-
individual variability and a lack of best practices for
including predictors of intra-individual variability. The
purpose of our study was to address these two perceived
gaps in the literature based on a two-level sampling
design in which the repeated measurement of a level-1
continuous outcome is nested within level-2 individuals.
We were particularly interested in outcome data that
fluctuate across occasions (i.e., no change or growth), as
would be expected from non-intervention, observational
studies (see Dunton et al., 2013; Hedeker et al., 2008;
Hedeker et al., 2012; and Rast & Zimprich, 2011).

First, because little is currently known about the
interplay between research design and statistical power
within the context of quantifying individual differences
in intra-individual variation via scale-model random
effects, we sought to investigate how study design char-
acteristics moderate the Type I error rates and the power
to detect and predict individual differences in intra-
individual variability. We also created two simulation
programs by which researchers can conduct a priori
empirical power analyses (available in a supplementary
appendix).

Second,we sought to define best practices for including
individual-level predictors of intra-individual variability
in the mixed-effects location-scale model. Although
Leckie, French, Charlton, and Browne (2014) have shown
that erroneously omitting scale-model random effects has
dire consequences for Type I error rates for individual-
level predictors of intra-individual variability, the proper
course of action remains unclear for including individual-
level predictors when scale-model random effects are not
initially detectable. Can fixed effects of individual-level
scale-model predictors still be tested accurately via a
heterogenous variance model without scale-model ran-
dom effects (see Davidian & Giltinan, 1995; Hoffman,
2007; Raudenbush & Bryk, 2002)? The same question is
relevant when a scale-model random effect was initially
significant, but was reduced to near zero after being fully
explained by individual-level predictors. In either case,
the individual differences in intra-individual variability
are systematically varying across individuals—not as ran-
domly varying, but varying solely as a function of known
predictors.

To our knowledge, the appropriateness of testing
systematically-varying scale-model effects of individual-
level predictors has not been examined empirically, and
thus it is unknown to what extent including them is
acceptable given nonsignificant scale-model random
effects. Therefore, after evaluating Type I error rates for

a scale-model individual-level predictor using replica-
tions in which significant scale-model random intercept
variance was erroneously omitted (a replication of Leckie
et al., 2014), we determined the Type I error rate for a
scale-model individual-level predictor using replications
in which scale-model random intercept variance was not
detected initially and also using replications in which
significant scale-model random intercept variance was
detected initially but became nonsignificantly greater
than zero after being explained by the individual-level
predictor.

The remainder of our paper is organized as follows.
After introducing the mixed-effects location-scale model,
we describe our simulation studies and results with
respect to the Type I error rates and power to detect
individual differences in intra-individual variability,
followed by the power to predict those differences with
an individual-level predictor (after also conducting
a preliminary inquiry to confirm the behavior of a
pseudo-R2 statistic for describing effect size of scale-
model individual-level predictors). We then detail Type
I error rates for systematically-varying scale-model fixed
effects. Finally, we provide advice for planning study
designs and subsequent model building when utilizing
the mixed-effects location-scale model.

Themixed-effects location-scalemodel

Location model. For conditionally normally distributed
outcomes, the location model is the traditional linear
mixed-effects model for i individuals (i = 1, 2,…, N
individuals) with j repeated occasions ( j = 1, 2,…, ni
occasions) as shown in (1) below.

Yi = Xiβ + Zibi + ei (1)

In (1), Yi is an ni × 1 column vector of outcomes for
the observations in individual i. Xi is an ni × p matrix
of p location-model occasion- and/or individual-level
predictors for the observations in individual i. β is a
p× 1 column vector of location-model fixed effects for
the intercept and the p− 1 predictors. In Xi, we assume
the individual-level mean for each occasion-level pre-
dictor has also been included to disaggregate its effects
across levels to avoid a “smushed” effect (Hoffman, 2015).
Zi is an ni × q matrix of q occasion-level predictors that
have location-model random effects for the observations
in individual i. Xi and Zi have an ni × 1 column vector
of ones in the first column for the location-model fixed
and random intercept, respectively. bi is a q × 1 column
vector of q location-model random effects for individual
i. Finally, ei is an ni × 1 column vector of residuals for
observations in individual i.
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This model generally assumes location-model random
effects bi are multivariate normally distributed with a
mean vector of 0 and positive semi-definite q × q covari-
ance matrix G whose random effect variances σ 2

bq and
covariances σbq,b′

q
quantify inter-individual differences

in the location of the outcome: bi ∼ Nq(0,G). Further,
residual values ei are generally assumed multivariate
normally distributed with a mean vector of 0 and pos-
itive semi-definite ni × ni covariance matrix Ri whose
variances and covariances quantify intra-individual vari-
ability as ei ∼ Nni (0,Ri). Although many alternative
covariance structures for Ri are available (e.g., auto-
regressive; see Littell, Pedergast, & Natarajan, 2000),
the residual variance σ 2

e that quantifies intra-individual
variability in Ri is most commonly constrained to be
constant (or homogeneous) with the residual values
assumed conditionally independent given the random
effects: Ri = σ 2

e Ini , in which Ini is an ni × ni identity
matrix for the observations in individual i.

Scale model for the residual variance. The mixed-
effects location-scale model relaxes the assumption of
homogeneous intra-individual variability by allowing
heterogeneity of variance of the level-1 residuals using
the scale model for the residual variance shown in (2)
below, which employs the (natural) log link to ensure
positive predicted residual variances (Aitkin, 1987;
Foulley & Quaas, 1995; Harvey, 1976) and whose matri-
ces share conceptual overlap with the location model
shown in (1).

σ2
ei = exp (Wiτ + Aiti) (2)

In (2), σ2
ei is an ni × 1 column vector of residual vari-

ances for the observations in individual i.Wi is an ni × s
matrix of s scale-model occasion- and/or individual-level
predictors for the observations in individual i. τ is a s × 1
column vector for the scale-model fixed effects for the

intercept and the s – 1 predictors.Ai is an ni × amatrix of
a occasion-level predictors that have scale-model random
effects for the observations in individual i. ti is a a × 1
column vector of a scale-model random effect coefficients
for individual i. The matricesWi andAi include an ni × 1
column vector of ones in the first column for the scale-
model fixed and random intercept, respectively. Further,
scale-model occasion-level predictors in Wi predict dif-
ferential variability across occasions, whereas scale-model
individual-level predictors inWi predict differential vari-
ability across individuals. In general, each unit increase
in a scale-model predictor with a positive fixed effect will
result in increased intra-individual variability indicating
amore variable (or less consistent) occasion or individual.
Note, the model does not require the same predictors
to be included in both the location-model Xi and the
scale-model equivalentWi.

Finally, the mixed-effects location-scale model gen-
erally assumes that scale-model random effects ti are
multivariate normally distributed with a mean vector of
0 whose variances σ 2

ts and covariances σts,t ′s are included
alongside the location-model random effects variances
and covariances in G defined above. Further, because
independence of the location- and scale-model random
effects is not required, these random effects can share
some non-zero covariance or correlation. For example,
a positive correlation between the location- and scale-
model random intercepts indicates that individuals with
greater than average mean levels of the outcome may also
tend to average more variability in the outcome across
occasions.

Visualizing the mixed-effects location-scale model.
Figure 1 provides a visual depiction of an uncondi-
tional mixed-effects location-scale model that includes
location- and scale-model fixed and random intercepts
for two individuals each with 12 repeated occasions.

0 1 2 3 4 5 6 7 8 9 10 11 
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Figure . A visual depiction of an unconditional mixed-effects location-scale model that includes location- and scale-model fixed and
random intercepts. β = location-model fixed intercept. b ,i = location-model random intercept for individual i. ei,j = residual value for
individual i at occasion j. τ  = scale-model fixed intercept. t, i = scale-model random intercept for individual i.
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Effects on the left side are specific to the location model,
whereas effects on the right side are specific to the scale
model for the residual variance. The filled circles rep-
resent the observed outcome values, the open squares
represent the average of the filled circles.

Regarding the location model, the thick solid line is
the location-model fixed intercept β0 representing the
sample average amount of the outcome across occasions;
it fully defines the average trajectory across occasions
given the absence of location-model fixed time effects.
The two dashed lines represent individual-specific
location-model intercepts that fully define each indi-
vidual’s trajectory given the absence of location-model
random time effects. The deviation of each individual’s
trajectory from the average trajectory, indicated by the
dashed curly brackets, is the location-model random
intercept b0,i for individual i whose variance across
individuals is quantified by the location-model random
intercept variance σ 2

b0 . Further, the residual values ei, j
represent the deviation of an observed outcome from the
individual’s predicted trajectory—the solid curly brackets
indicate the residual value for individual i at the first
occasion.

Regarding the scale-model for the residual variance,
the square brackets approximate the (natural) log of
the residual variances (i.e., natural log intra-individual
variability), of which the thick solid square bracket
indicates the scale-model fixed intercept τ0 that repre-
sents the log of the sample average amount of residual
variance, whereas the dashed square brackets repre-
sent log residual variance specific to individual i. The
dashed curly brackets indicate differences in the size of
the dashed square brackets relative to the thick solid
square bracket and represent the scale-model random
intercept t0,i whose variance across individuals is quan-
tified by the scale-model random intercept variance
σ 2
t0 .
For these data, although individual 1 (the top dashed

line) has higher outcome values than average, as indicated
by positive b0,1, they have less intra-individual variability
than average, as indicated by negative t0,1. The opposite
pattern is observed for individual 2 (the bottom dashed
line). Together, these data indicate a negative covariance
between the location- and scale-model random inter-
cepts as individuals who have higher outcomes values
than average tend to have lower intra-individual variabil-
ity than average (and vice versa). Further, although no
predictor fixed effects were included in the locationmodel
or scalemodel for the residual variance when creating this
figure, in our study we will consider a scale-model fixed
effect of an individual-level predictor, τ1, that will serve
to increase or decrease the intra-individual variability

of the observed outcome values around an individual’s
dashed line depending on their predictor value.

Purpose of the current study

To summarize thus far, the mixed-effects location-scale
model provides the opportunity to quantify and predict
individual differences in the amount of an outcome via
the location model shown in (1) as well as individual
differences in intra-individual variability via the log-
linked scale model for the residual variance shown in
(2). To address two gaps in the literature specific to this
model, we report two simulation studies. In the first
study, we evaluated how sampling design and estimated
model parameters affect Type I error rates and power
to detect and predict random individual differences in
intra-individual variability. To help researchers plan
studies with adequate power for scale-model effects, we
provide two simulation programs in SAS and R software
(see supplementary appendix) to identify the number
of individuals and repeated occasions required to detect
and/or predict scale-model random intercept variance.

In the second study, we aimed to provide empirically-
based guidelines for building scale models that include
random effects. Specifically, we evaluated Type I error
rates for systematically-varying scale-model fixed effects
of individual level predictors to examine the implications
of testing them in three scenarios: when significant scale-
model random intercept variance is erroneously omitted,
when scale-model random intercept variance is initially
undetectable, and when it is no longer detectable given
significant scale-model fixed effects.

Method

The data-generatingmixed-effects location-scale
model

In this study, we are concerned with detecting and pre-
dicting individual differences in intra-individual variabil-
ity for outcomes that fluctuate across occasions. As such,
we only examined scale models for the residual variance
in which differential intra-individual variability is created
by scale-model fixed effects of individual-level predictors.
Given the absence of occasion-level predictors in our
two-level sampling design, constant individual differ-
ences in intra-individual variability are quantified solely
via scale-model random intercept variance σ 2

t0 which is
the scale-model analogue to quantifying constant individ-
ual differences in the location (or amount) of an outcome
via location-model random intercept variance σ 2

b0 .
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Under the conditional distribution of the observa-
tions, Yi|bi ∼ Nni (Xiβ + Zibi,Ri = σ 2

eiIni ), the simula-
tion data-generating location model for the outcome of
individual i at occasion j is provided in (3) below.

Yi, j = (
β0 + b0,i

) + ei, j (3)

In (3), Yi, j is the outcome for individual i at occasion
j, β0 is the location-model fixed intercept, b0,i is the
location-model random intercept for the individual-
specific deviation from the fixed intercept whose variance
σ 2
b0 represents constant individual mean differences, and

ei, j is the residual value for individual i at occasion j
whose variance σ 2

ei is the outcome of the scale model for
the residual variance described throughout the next few
paragraphs.

Type I error rates for detecting non-existent scale-
model random intercept variance were evaluated using
the data-generating scale model for the residual variance
shown in (4) below.

σ 2
e = exp (τ0) (4)

In (4), σ 2
e is the residual variance that quantifies a

constant amount of intra-individual variability across
individuals and τ0 is the scale-model fixed intercept
representing the log of the residual variance. Because the
scale-model random intercept is absent, this scale model
reduces to that of a traditional linearmixed-effectsmodel.

The power to detect scale-model random intercept
variance was evaluated using the data-generating scale
model for the residual variance in (5) below.

σ 2
ei = exp

(
τ0 + t0,i

)
(5)

In (5), σ 2
ei is now specific to individual i and t0,i

is the scale-model random intercept representing the
individual-specific deviation from the scale-model fixed

intercept whose variance σ 2
t0 quantifies constant individ-

ual differences in intra-individual variability.
The power of an individual-level predictor of the

scale-model random intercept variance was evaluated
using the data-generating scale-model for the residual
variance in (6) below.

σ 2
ei = exp

((
τ0 + t0,i

) + τ1 (Wi)
)

(6)

In (6), τ0 now represents log residual variance when
individual-level predictorWi equals 0 and τ1 is the scale-
model fixed effect that represents the difference in log
intra-individual variability per one-unit increase inWi.

Sampling distributions for study design
characteristics andmodel parameters

Walters (2015) conducted an initial simulation study
whose 8,000 replications indicated that the power to
detect and predict scale-model random intercept vari-
ance was near unity based on the model parameters
from Hedeker et al. (2008), Rast et al. (2012), and Rast
and Zimprich (2011). As such, the results reported in
this study are based on 20,000 additional replications
simulated for each of the scale models in (4), (5) and (6),
respectively; all replications used the location model in
(3). Table 1 provides the distributions for each sampling
dimension as well as for each fixed and random effect. For
all replications, we constrained the correlation between
the location- and scale-model random intercepts to be
zero to ensure that the likelihood ratio test for the signif-
icance of the scale-model random intercept variance was
not influenced by the correlation between the location-
and scale-model random intercepts. However, the empiri-
cal power programs in the supplementary appendix allow
specification of any correlation (including zero) when

Table . Sampling distributions for all effects in the location and scale models.

Notation Distribution

Sampling Dimensions
Number of Individuals N U(, )
Repeated Occasions with an Individual ni U(, )

Scale-Model Individual-Level Predictor Wi N(, )
Notation Natural Log Scale Outcome Scale

LocationModel
Fixed Intercept β0 — 

Random Intercept Variance σ 2
b0

— U(, )

Scale Model for the Residual Variance
Fixed Intercept τ0 U(–, ) U(., )
Random Intercept Variance σ 2

t0
U(., .) —

Pseudo-R for Individual-Level Predictor — See Note —
Fixed Effect of Individual-Level Predictor τ1 See Note —

Correlation between Location- and Scale-Model Random Intercepts ρ
(b0,i;t0,i )

— 

Note. The distinction between the natural log and outcome scale is necessary given that all effects included in the scalemodel for the residual variance are estimated
by a generalized linear mixed-effects model using the natural log link. Values on the outcome scale were determined by exponentiating the log-scale values.
Pseudo-R was sampled from U(., .) after which the fixed effect of the individual-level predictor was determined using equation (); approximately % of
scale-model fixed effect values τ1 were sampled to be .
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estimating the power to detect and predict scale-model
random intercept variance. These programs also adjust
accordingly the critical mixture χ2 for the likelihood
ratio test (as required to prevent the boundary condition
problem that occurs when testing the null hypothesis that
the scale-model random intercept variance is equal to
zero; Stram & Lee, 1994).

Estimatedmodel sequence

Table 2 shows the model sequence used to detect and
predict individual differences in intra-individual vari-
ability as quantified by scale-model random intercept
variance; the location model was held constant for all
models. As shown in the top of Table 2, two models were
compared to determine the Type I error rate and power
to detect scale-model random intercept variance: model
1 was a traditional mixed-effects model that omitted
the scale-model random intercept variance, whereas
model 2 was a mixed-effects location-scale model that
estimated the scale-model random intercept variance.
As shown in the bottom of Table 2, four models were
compared to assess the power to predict scale-model
random intercept variance. Misspecified model 3 was a
traditional mixed-effects model that assumed homoge-
neous residual variance with no individual differences
in intra-individual variability: it omitted both the fixed
effect of individual-level predictorWi and the scale-model
random intercept. Misspecified model 4 created hetero-
geneous residual variances via a systematically-varying
scale-model fixed effect of Wi, but allowed no further
individual differences in intra-individual variability by
omitting the scale-model random intercept. Misspecified
model 5 was a mixed-effects location-scale model that
included individual differences in intra-individual vari-
ability through the scale-model random intercept, but it

omitted the scale-model fixed effect of Wi. Finally, true
model 6 was a mixed-effects location-scale model that
included both the fixed effect of individual-level predictor
Wi and the scale-model random intercept.

Model estimation

All models were estimated usingMixRegLS, free software
developed specifically to estimate mixed-effects location-
scale models with a location-model random intercept and
a scale-model random intercept (Hedeker & Nordgren,
2013). The program assumes outcomes are condition-
ally normally distributed and uses marginal maximum
likelihood estimation through the Newton-Raphson
algorithm. It uses numeric quadrature to integrate over
the random effects; our models were estimated using 15
quadrature points per random effect dimension.

Results

Type I errors in detecting random individual
differences in intra-individual variability

Type I error rates for detecting individual differences
in intra-individual variability—the scale-model random
intercept variance—were based on the location model in
(3) and the scale model for the residual variance in (4)
that constrained the true population scale-model random
intercept variance to zero. We excluded 26 replications
in which the mixed-effects location-scale model did not
converge; therefore, the results below are based on 19,974
of the 20,000 estimated models. The statistical signif-
icance of the scale-model random intercept variance
was evaluated using the likelihood ratio test (i.e., the
–2 log-likelihood difference) between true model 1 and
misspecified model 2 based on a critical value χ2 = 2.71

Table . Model Sequence of Estimated Location- and Scale-Model Fixed and Random Effects.

Location Model Scale Model for the Residual Variance

Fixed Effect Random Effect Fixed Effects Random Effect Level- Random Effect Variances and Correlation

β0 b0,i τ0 τ1 t0,i σ 2
b0

σ 2
t0

ρb0,t0

Type I Error Rate and Power to Detect Scale-Model Random Intercept Variance
Model  � � � �

Model  � � � � �

Power to Predict Scale-Model Random Intercept Variance
Model  � � � �

Model  � � � � �

Model  � � � � � �

Model  � � � � � � �

Note. A � in a given column indicates that the effect is included in the model. β0 = location-model fixed intercept. b0,i = location-model random intercept for

individual i whose variance across individuals is the location-model random intercept variance σ 2
b0
. τ0= scale-model fixed intercept for the log of the residual

variance. τ1 = scale-model fixed effect of level- predictorWi . t0,i = scale-model random intercept for individual i whose variance across individuals is the scale-
model random intercept variance σ 2

t0
. ρb0,t0

= the correlation between the location- and scale-model random intercepts.
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from an equal mixture of chi-square distributions with
α = .05 and degrees of freedom (df) = 0 and 1, respec-
tively, resulting from the addition of the scale-model
random intercept variance.

Results indicated a marginal Type I error rate for
detecting non-existent scale-model random intercept
variance of 4.2%, 95% CI [3.9%, 4.5%]. After evaluating
the functional form of all sampling design and model
parameters using locally weighted scatterplot smoothing
methods (aka, LOESS or LOWESS; Cleveland, Devlin, &
Grosse, 1988), we estimated a series of logistic regression
models to examine which parameters were associated
with the probability of erroneously detecting non-existent
scale-model random intercept variance. Results indicated
that Type I error rates increased marginally as a function
of increasing only the number of individuals; however,
each additional individual increased the odds of commit-
ting a Type I error by only 0.3%, 95% CI [0.2%, 0.4%].
Overall, these results indicate no problems with Type I
error rate when using the typical practice of likelihood
ratio testing for the presence of scale-model random
intercept variance.

The power to detect random individual differences in
intra-individual variability

The power to detect individual differences in intra-
individual variability were based on the location model
in (3) and the scale model for the residual variance in (5).
Results are based on 19,994 of the 20,000 estimated mod-
els; six replications failed to converge. The significance of
the scale-model random intercept variance was evaluated
using a likelihood ratio test between misspecified model
1 and true model 2 with a critical value χ2 = 2.71 from
an equally-weighted mixture of chi-square distributions
with α = .05 and df = 0 and 1, respectively.

We observed an 83.2% marginal empirical power
rate to detect the scale-model random intercept vari-
ance across all replications, 95% CI [82.7%, 83.7%].
After evaluating the functional form of all sampling
design and model parameters using LOESS methods
(Cleveland et al., 1988), we estimated a series of logistic
regression models to examine which parameters were
associated with the power to detect scale-model random
intercept variance. Results of separate single-predictor
logistic regression models indicated that power increased
marginally as a function of increasing individuals,
repeated occasions, the scale-model fixed intercept repre-
senting the log of the average amount of intra-individual
variability, and the amount of scale-model random
intercept variance representing individual differences
in intra-individual variability. The location-model fixed
intercept and location-model random intercept variance

were not associated with power to detect the scale-model
random intercept variance. However, given that a logistic
regression model with multiple predictors indicated that
the scale-model fixed intercept did not predict power
after also including the amount of scale-model random
intercept variance, the scale-model fixed intercept was
removed as a predictor. In our final model, we observed
a three-way over-additive interaction in which the power
to detect the scale-model random intercept variance
increased multiplicatively as a function of increasing
the number of individuals, the number of repeated
occasions, and/or the amount of scale-model random
intercept variance available to be detected (see Table S1 in
supplementary appendix). Representative power curves
are presented in Figure 2, in which power was estimated
from 500 replications per every five-person interval at
specific combinations of the number of occasions and
scale-model random intercept variance; the location-
model random intercept variance and scale-model fixed
intercept were held constant at one.

In general, these results map closely onto existing sta-
tistical power theory as increased power is obtained with
more data (i.e., individuals or occasions) and more avail-
able variance to be detected.However, given the three-way
over-additive interaction, the power increases associated
with increases in the number of individuals, occasions,
and scale-model random intercept variance varied as a
function of the interacting variable(s). Although larger
scale-model random intercept variance showed consis-
tently large increases in power, this variance component is
generally viewed as a fixed quantity (particularly in non-
experimental studies). Therefore, considering sampling
design characteristics that researchers can generally con-
trol, our results indicated that increases in the number of
repeated occasions resulted in larger power increases rel-
ative to increases in the number of individuals—a result
observed over the entire range scale-model random
intercept variance considered in our simulation study.

Pseudo-R2 as an effect sizemetric for scale-model
individual-level predictors

Predictor effect sizes are an important consideration
when conducting power analyses and reporting study
findings. A well-described effect size for fixed effects
in traditional mixed-effects models is pseudo-R2 that
quantifies the proportion reduction of a given variance
component (Snijders & Bosker, 1994). However, pseudo-
R2 values are rarely, if ever, discussed for scale-model
fixed effects when estimating the mixed-effects location-
scale model. Thus, it remains an open question whether
we can reliably quantify the proportion of scale-model
random intercept variance explained by scale-model
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Figure . Power curves for detecting scale-model random intercept variance.

individual-level predictors. We answered this question
via a separate simulation study to support our subsequent
use of pseudo-R2 when estimating the power to predict
individual differences in intra-individual variability.

Specifically, we evaluated the recovery of population
pseudo-R2 values of 5%, 15%, and 25% based on com-
binations of study design and model parameters shown
in Table 3; we simulated 1,000 replications within each
scenario. Holding constant the location model shown
in (3), we calculated the pseudo-R2 estimate for each
replication as shown in (7) below.

R̂2
pseudo = σ̂ 2

t0,(exclude Wi)
− σ̂ 2

t0,(include Wi)

σ̂ 2
t0,(exclude Wi)

, (7)

In (7), σ̂ 2
t0,(exclude Wi)

and σ̂ 2
t0,(include Wi)

are the estimated
scale-model random intercept variance from the uncon-
ditional and conditional scale models shown in (5) and
(6), respectively.

Further, the unstandardized fixed effect for individual-
level predictorWi, τ1, required to achieve the population
pseudo-R2 was calculated as shown in (8) below.

τ1 =
√

1
V (Wi)

(
σ 2
t0,(exclude Wi)

) (
R2
population

)
(8)

In (8), σ 2
t0,(exclude Wi)

is the population unconditional
scale-model random intercept variance from the model
without the individual-level predictor Wi shown in (5),
R2
population is the population pseudo-R2 value, and V (Wi)

is the variance of Wi which was assumed normally
distributed with a mean of zero for all replications.

Given that the distribution of pseudo-R2 is skewed as
it approaches 0 or 1, recovery of population pseudo-R2

was indicated when the interquartile range of estimated
pseudo-R2 values across replications contained the true
population pseudo-R2. Further, to quantify the accuracy
of pseudo-R2 within each scenario, we also calculated
mean signed bias (MSB), as shown in (9), to quantify the
under- or over-estimation of pseudo-R2.

MSB = 1
Nreps

Nreps∑
r=1

(
R̂2
pseudo,r − R2

population

)
(9)

In (9), R̂2
pseudo is the estimated pseudo-R2 for a given

replication r,R2
population is the population pseudo-R

2 value,
andNreps is the number of within-scenario replications in
which the mixed-effects location-scale model converged.
A larger absolute value of MSB indicates that estimated
pseudo-R2 was further from the true population value
(i.e., increased bias), with positive and negative values
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indicating that pseudo-R2 was over- and under-estimated,
respectively.

We also calculated the root mean squared error
(RMSE) of pseudo-R2 as shown in (10), in which all
values were defined in (9); larger values of RMSE indicate
decreased accuracy.

RMSE =

√√√√ 1
Nreps

Nreps∑
r=1

(
R̂2
pseudo,r − R2

population

)2
(10)

As shown in Table 3, population pseudo-R2 was recov-
ered in all scenarios; however, the estimate of pseudo-R2

became more reliable with larger sampling designs as
increases in the number of individuals and/or repeated
occasions reduced MSB and RMSE. These results suggest
that pseudo-R2 can be used to quantify the proportion
of scale-model random intercept variance explained by
scale-model individual-level fixed effects.

The power to predict individual differences in
intra-individual variability

We then examined the power to detect individual differ-
ences in intra-individual variability based on the location
model in (3) and the scale model for the residual vari-
ance in (6). Results are based on 19,985 of the 20,000
estimated models; 15 replications were excluded due
to convergence failures. Based on the likelihood ratio
test between models 3 and 5 (using an equal mixture
χ2 = 2.71 with α = .05 and df = 0 and 1), we found
an 83.0% marginal empirical power rate to detect scale-
model random intercept variance, 95%CI [82.4%, 83.5%].
We used these 83.0% of replications to evaluate the power
to detect the fixed effect of the individual-level predictor
in the scale model for the residual variance. Statistical

significance of the scale-model fixed effect was indicated
when its 95%Wald confidence interval excluded zero.

Results indicated a 52.0% marginal empirical power
to detect this scale-model predictor, 95% CI [51.2%,
52.7%]. After evaluating the functional form of all
sampling design and model parameters using LOESS
methods (Cleveland et al., 1988), we estimated a series of
logistic regression models to examine which parameters
were associated with the power to detect scale-model
individual-level fixed effect. Results of separate single-
predictor logistic regression models indicated that power
increased marginally as a function of increasing indi-
viduals, repeated occasions, the amount of scale-model
random intercept variance available to be explained, and
pseudo-R2; the location- and scale-model fixed intercept
and the location-model random intercept variance were
not associatedwith power andwere excluded from further
analysis. Results of a multiple logistic regression model
indicated a four-way over-additive interaction which
mapped closely onto existing statistical power theory as
power increased multiplicatively as a function of increas-
ing the number of individuals, the number of repeated
occasions, the amount of scale-model random intercept
variance available to be detected, and/or pseudo-R2 (see
Table S2 in supplementary appendix). Given this four-way
interaction effect, the power increases associated with
increases in the number of individuals, occasions, scale-
model random intercept variance, and pseudo-R2 varied
as a function of the interacting variable(s). Although both
larger pseudo-R2 values and scale-model random inter-
cept variances were consistently associated with substan-
tial increases in power, both are likely to be viewed as fixed
quantities, particularly in nonexperimental studies. As
such, considering design characteristics that researchers
can generally control, our results indicated that

Table . Recovery of pseudo-R under twelve specific scenarios.

Pseudo-R

N ni σ 2
b0

τ0 σ 2
t0

V (Wi) Population Estimateda MSB RMSE

    .  . . [.–.] . .
    .  . . [.–.] . .
    .  . . [.–.] . .
   −  .  . . [.–.] . .
   −  .  . . [.–.] . .
   −  .  . . [.–.] . .
    .  . . [.–.] . .
    .  . . [.–.] . .
    .  . . [.–.] . .
   −  .  . . [.–.] . .
   −  .  . . [.–.] . .
   −  .  . . [.–.] . .

Note. N = the number of individuals. ni = number of repeated occasions within an individual. σ 2
b0

= location-model random intercept variance. τ0= scale-model

fixed intercept for the log of the residual variance. σ 2
t0

= scale-model random intercept variance.V (Wi) = variance of scale-model individual-level predictorWi .

MSB=mean signed bias. RMSE= root mean square error.
aObserved pseudo-R presented as median [inter-quartile range].
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increasing the number of individuals resulted in larger
power increases to detect the effect of an individual-level
predictor relative to increasing the number of occasions.

Finally, representative power curves are presented in
Figure 3, in which power was estimated based on 500
replications per every five-person interval at specific
combinations of the number of occasions, scale-model
random intercept variance, and pseudo-R2; both the
location-model random intercept variance and scale-
model fixed intercept were held constant at one.

Systematically-varying scale-model effects

We next examined the importance of including ran-
dom individual differences in intra-individual variability
when testing scale-model individual-level fixed effects
under three scenarios: (1) when scale-model random
intercept variance was significantly greater than zero but
erroneously omitted, (2) when it is approximately zero
because it did not exist initially, and (3) when it is approx-
imately zero because it was fully explained by scale-model
individual-level fixed effects. In all scenarios, these fixed
effects would be described as systematically varying—
varying as a function of known predictors, but not

randomly otherwise. The validity of such systematically-
varying effects in scale models is currently an open
question.

To address scenario (1), we calculated Type I error
rates for the fixed effect of the individual-level predictor
frommisspecified model 4 as the proportion of the 23.1%
of replications inwhich the scale-model random intercept
variance was significant (based on the likelihood ratio test
betweenmodels 3 and 5 using an equal mixture χ2 = 2.71
with α = .05 and df = 0 and 1), but the true value of the
fixed effect was sampled to be zero. Consistent with Leckie
et al. (2014), we found that erroneously omitting signif-
icant scale-model random intercept variance resulted in
a marginal Type I error rate of 20.5% for scale-model
individual-level fixed effects, 95% CI [19.2%, 21.9%]. A
multiple logistic regression model indicated that the odds
of a Type I error increased by 9.5% for every 0.01-point
increase in the erroneously omitted scale-model random
intercept variance, 95% CI [7.6%, 11.4%], and increased
by 2.4% for each additional repeated occasion, 95% CI
[1.7%, 3.1%]; these two effects did not interact.

These results strongly suggest that scale-model ran-
dom intercept variance should be tested first before
testing the significance of scale-model individual-level

Figure . Power curves for predicting scale-model random intercept variance using an individual-level predictor.
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predictors. But what if the scale-model random intercept
variance is not initially significant? Our simulation also
allowed us to answer this question from scenario (2) as
well: of the 17.0% of replications in which the scale-model
random intercept variance was not significant initially
(based on the likelihood ratio test between models 3
and 5 using an equal mixture χ2 = 2.71 with α = .05
and df = 0 and 1), the true value of the scale-model
individual-level fixed effect was zero for 26.2% of these
replications. Based on these replications, a Type I error
rate of 5.8% was observed from true model 6 which
retained the nonsignificant scale-model random inter-
cept variance, 95% CI [4.4%, 7.6%]; the Type I error rate
was also acceptable at 6.5% formodel 4 which omitted the
nonsignificant scale-model random intercept variance,
95% CI [5.0%, 8.3%]. Further, for replications in which
the true value of the scale-model individual-level fixed
effect was greater than zero, its empirical power for true
model 6 was 26.8%, 95% CI [25.1%, 28.6%], compared to
29.2% for model 4, 95% CI [27.4%, 31.0%]. Therefore, it
appears that tests of systematically-varying scale-model
individual-level fixed effects in the absence of detectable
scale-model random intercept variance can proceed with
minimal concern of inflated Type I error rates. However,
these fixed effects will likely be difficult to detect given
the abysmal statistical power.

We then addressed scenario (3): of the 83.0% of repli-
cations in which scale-model random intercept variance
was significant initially, the inclusion of a fixed effect
for the scale-model individual-level predictor explained
the majority of the initially significant scale-model ran-
dom intercept variance for 20.4% of these replications,
such that a nonsignificant amount of unexplained vari-
ance remained (as indicated by the likelihood ratio test
betweenmodels 4 and 6 using an equal mixture χ2 = 2.71
with α = .05 and df = 0 and 1, indicating that removing
scale-model random intercept variance did not result
in significantly worse model fit). Of these replications,
22.8% had a true population value of the fixed effect
of the individual-level predictor equal to zero. In these
replications, the predictor’s fixed effect had a Type I error
rate of 6.3%, 95% CI [4.9%, 8.1%], when estimated by
true model 6.

Using the power simulation programs to conduct a
priori power analyses

To help researchers conduct a priori power analyses, we
created two simulation programs with which to quantify
the empirical power to detect and predict individual
differences in intra-individual variability. Specifically,
the researcher can use either SAS or R software to sim-
ulate any number of replicated data sets based on their

sampling design, expected variance components, and
pseudo-R2, call MixRegLS to estimate the mixed-effects
location-scale model, and report the empirical power
and parameter recovery statistics. In the supplementary
appendix, we provide these simulation programs, Excel
spreadsheets to calculate the required values to input into
the simulation programs, as well as a set of user’s guides.

What follows below is an example scenario detailing
how our simulation programs can be used to estimate
the number of individuals and repeated occasions to
ensure sufficient power to detect and predict individual
differences in intra-individual variability. Although the
power estimates in this scenario are based on results
from a small pilot study, we acknowledge that pilot data
may not be available or produce results representative of
population effects. As such, we encourage researchers to
power their studies based on the smallest substantively
interesting values of scale-model random intercept vari-
ance and pseudo-R2. With that in mind, we move on to
the example.

Consider a researcher interested in quantifying indi-
vidual differences in the intra-individual variability of
daily physical activity in overweight and obese adoles-
cents (under the assumption of non-zero observed phys-
ical activity in each epoch). She analyzed pilot data from
10 adolescents across 21 days using a traditional mixed-
effects model, in which the location-model random
intercept variance was estimated to be 125 and residual
variance was estimated to be 375. A subsequent mixed-
effects location-scale model estimated the scale-model
random intercept variance to be 0.05, the scale-model
fixed intercept to be 5.90, and a correlation between the
location- and scale-model random intercepts of 0.25; the
addition of scale-model random intercept variance did
not provide a significant improvement to model fit as
determined by a likelihood ratio test using alpha = 0.05
and a critical mixture χ2 = 5.14. The post-hoc power
estimate for the scale-model random intercept variance
from her pilot data was ∼20%. Based on the obtained
variances and the correlation between the location- and
scale-model random intercepts, as well as alpha = 0.05,
she could achieve ∼80% power using her current 21-day
study period and monitoring 80 adolescents; as an alter-
native, ∼80% power could be achieved by monitoring 55
adolescents and extending the study period to 30 days.

Besides adequate power to detect individual differ-
ences in intra-individual variability, she must now assess
the adequacy of her sampling design to predict those
individual differences. Her pilot data showed a between-
person measure of perceived social support (M = 10.0,
SD = 1.0) to be a significant predictor of the amount of
physical activity, and she expects it will explain 15% of
individual differences in intra-individual variability in
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physical activity. Given this effect size and the aforemen-
tioned estimates, if she were to monitor 55 adolescents
for 30 days, she would have only ∼50% power to detect
the effect of social support. However, retaining the 30-
day study period, ∼80% power would be achieved by
monitoring 110 adolescents.

In this example scenario, sufficient power to detect
individual differences in intra-individual variability did
not guarantee adequate power to predict those individual
differences, this will not always be the case (such as when
available scale-model random intercept variance or effect
sizes are expected to be larger).

Discussion

The mixed-effects location-scale model allows quantifi-
cation and prediction of individual differences in mean
level and in intra-individual variability within a single
model. We believe this model is infrequently estimated
in practice due to limited empirical guidance regarding
sampling designs for quantifying and predicting indi-
vidual differences in intra-individual variability. To help
address these limitations, our study had two aims. First,
we investigated via simulation the interplay between
research design, Type I error rates, and a priori expec-
tations of statistical power in detecting and predicting
individual differences in intra-individual variability.
Although Type I error rates in detecting individual dif-
ferences in intra-individual variability increased with
larger level-2 sample sizes, the extent of this increase was
inconsequential. Further, results of our simulation studies
aligned with statistical power theory, as greater power to
detect individual differences in intra-individual variabil-
ity was observed with more data (i.e., more individuals
and/or repeated occasions) and larger scale-model ran-
dom intercept variances available to be detected. Similar
results were found regarding the power to predict these
individual differences, although with the addition that
individual-level scale-model predictors with larger effect
sizes (as indicated by pseudo-R2 for the scale-model
random intercept variance) will require fewer individuals
and/or repeated occasions to achieve sufficient power.

Second, in addition to examining the power to predict
existing individual differences in intra-individual vari-
ability, our simulation also sought to evaluate whether
individual-level scale-model predictors can be included
appropriately when individual differences in intra-
individual variability are non-detectable. We did so
under three scenarios: when significant scale-model
random intercept variance was erroneously omitted,
when scale-model random intercept variance was ini-
tially nonsignificant, and when it was initially detected
but rendered nonsignificant (i.e., fully explained) by the

inclusion of a scale-model individual-level predictor. In
each scenario, the fixed effect of the individual-level pre-
dictor would be considered a systematically-varying effect
given that all individual differences in intra-individual
variability would be a function of known predictors. Con-
sistent with Leckie et al. (2014), we also found drastically
increased Type I error rates for an individual-level scale-
model predictor when significant scale-model random
intercept variance was erroneously omitted. Further, in
the absence of initially detectable individual differences
in intra-individual variability, the Type I error rate for a
scale-model individual-level predictor remained accept-
able (∼ 5%) whether the nonsignificant scale-model
random intercept variance was retained or omitted, but
that the predictor’s power was very low (< 30%). Sim-
ilarly, our results indicated that Type I error rates were
approximately 5% for individual-level predictors that
fully explained scale-model random intercept variance.

Advice for using themixed-effects location-scale
model in practice

Taken together, our model-building advice for testing
hypotheses regarding individual differences in intra-
individual variability is three-fold. First, studies should
be designed to try to ensure adequate statistical power
to both detect and predict those individual differences to
the greatest extent possible. Although this is admittedly
easier said than done, we hope that the power simulation
programs we developed can help facilitate a priori power
analysis.

Second, we recommend that analyses for the scale
model for the residual variance begin by testing the sig-
nificance of the scale-model random intercept variance
before testing scale-model individual-level predictors.
This suggestion is based on our current finding (and
that of Leckie et al., 2014) of excessive Type I error rates
of scale-model individual-level predictors when erro-
neously omitting significant scale-model random inter-
cept variance. If scale-model random intercept variance is
estimable, but not statistically significant, the researcher
must also consider whether this non-statistically sig-
nificant variance component is clinically or practically
meaningful. Although we are unaware of benchmarks
that define clinically-significant scale-model random
intercept variance, the definition of non-ignorable vari-
ance undoubtedly varies by field of study (e.g., physical
activity vs. fMRI). It may be useful to conduct a visual
depiction of between-individual differences in intra-
individual variability via a line graph of level-1 residuals
(or, with identical results and perhaps more clarity, the
observed outcome values) plotted against measurement
occasion for a select number of individuals (e.g., see
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Figure 3 in Watts, Walters, Hoffman, & Templin, 2016).
If, upon review, the magnitude of individual differences
is deemed clinically meaningful, a larger more powerful
study will be required to allow adequate detection (and
prediction) of those individual differences.

Third, if the scale-model random intercept variance
is neither statistically nor clinically significant, it is still
acceptable to test individual-level predictors in the scale-
model for the residual variance. Alternatively, if the
scale-model random intercept variance is initially signif-
icant, it should be included while testing individual-level
predictors. If the scale-model random intercept variance
has been fully explained, we nevertheless recommend its
retention in all subsequent models at least until model
convergence problems are encountered (at which point it
may be removed).

Limitations and future directions

For this study, we used MixRegLS software developed
by Hedeker and Nordgren (2013) to estimate all mixed-
effects location-scale models. The primary limitation of
MixRegLS is that it currently cannot estimate random
slope variances in either the location- or scale model
for the residual variance. Therefore, if random slope
variances are needed, other software options will be
required—Hedeker et al. (2008) have provided annotated
SAS code for estimation in PROC NLMIXED that in
theory can estimate any number of location- and/or scale-
model random effects, and Bayesian approaches have
been provided by Kupar et al. (2015), Rast et al. (2012),
and Wang et al. (2012). Although our convergence rate
across replications was high, we did experience estima-
tion difficulties when the scale-model random intercept
variance was sampled to be approximately zero—a situa-
tion that could potentially be remedied by increasing the
number of quadrature points at the cost of computational
efficiency (Pinheiro & Bates, 1995). In our power simula-
tion programs, we tried our best to include code to catch
estimation errors, but we urge researchers to stay diligent
when examining parameter recovery and power estimates
and remove erroneous replications as necessary. Finally,
although a Bayesian estimator might have estimated all
models for all replications, it is important to note that this
estimator is not a panacea for the convergence failures
encountered when estimating this model using frequen-
tist approaches (e.g., maximum likelihood), as biased
posterior parameter estimates are likely with small level-2
sample sizes and uninformative priors (Rast et al., 2012).

The present work focused specifically on a two-level
sampling design in which the repeated measurements of
a level-1 conditionally normally distributed continuous

outcome was nested within level-2 individuals; we also
focused only on designs in which the outcome fluctu-
ated within individuals (i.e., no systematic change or
other time-related dependence was expected across the
repeated occasions) and no additional random slopes
were included. Thus, it is important to examine the
generalizability of our findings for other types of out-
comes when collected under alternative sampling designs
and under more salient influences of time. Further, all
simulation studies constrained the correlation between
the location- and scale-model random intercepts to
zero to ensure a one degree of freedom likelihood ratio
test; however, we acknowledge that this correlation will
likely be non-zero in practice. Although Walters (2015)
found a correlation of .50 to have no association with
the power to detect or predict individual differences
in intra-individual variability in a Bayesian framework
using deviance information criterion, it is unknown
whether our simulation study results (conducted in a
frequentist framework) would have been different had
this correlation been estimated.

In addition, our simulation did not address the ubiq-
uitous problem of missing data, which has consistently
been shown to deteriorate statistical power and to have
disastrous effects on the accuracy and recovery of fixed
and random effects (Enders, 2010). Further, because we
did not consider occasion-level predictors in either the
location model or scale model for the residual variance,
we constrained residual variance estimates to be constant
within an individual. An open question remains to what
extent the detection of fixed and random effects in the
scale model for the residual variance is impacted by
occasion-level predictors in the location model. Consid-
ering the results of our simulation studies, and given that
the purpose of location-model occasion-level predic-
tors is to explain residual variance, we expect that their
inclusion could make individual differences in intra-
individual variability more difficult to then detect and
predict.

In conclusion, we hope to have provided empirical
scientists with some practical tools and advice with which
to form and test hypotheses related to individual differ-
ences in intra-individual variability. We have admittedly
explored only a small segment of the methodological
landscape for the mixed-effects location-scale model, but
we hope our work helps inspire others to become more
confident explorers of this useful analytic approach.
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